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Abstract

Systems for monitoring, control, and automation iclwhare capable for
learning and adaptation, are increasingly usedénindustry. The Internet of
Things (loT) technology and Machine-to-Machine (MM direct
communication technology have a stronger and sémomgpact on the structure
and functionality of machine control systems, shgpihe Industry 4.0 idea.
Control systems that are in accordance with loT tle® communication
channels, which are often highly complicated andictvhcombine all
subassemblies, modules, actuators, and sensors.rdiige of using the
intelligent systems in the Polish mining industlyoaincreases. The problem of
the self-organization of communication routes (agit in the complex sensor
grid monitoring the operation of belt conveyor'slleoss is presented. The
sensors creating the grid are independent, and Hrey equipped with
an electronic measuring system and a Measuringlaanasmitting Unit (MTU).
Swarm Algorithm (SA), based on a swarm behaviouas veuggested for
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the creation and optimization of transmission reutie the suggested
communication structure.

Introduction

The mining industry is one of the important sectfrthe Polish economy,
where there are strong challenges and demandsdiegathe automation of
machines and technological processes as well asreatgnts for improving
health protection and safety. That is why the ukartficial intelligence in
control systems becomes more and more popular. rlRagathe mining
industry, artificial intelligence can be used, amathers, in the monitoring and
diagnostics of components and subassemblies wefly [2-13, 25] as well as
in the control of machines and mechanization systdr, 24]. Implementations
enabling the intelligent adaptation of machines cttangeable operational
conditions are known. Future mining of the seanth Wigh methane content,
threatened by impacts as well as high temperatdoeses the designers to
develop autonomous systems to withdraw personoei ftangerous zones and
to reduce the role of human beings mainly to stipienv activities.

Operational problems described above have an ingracontrol systems
and the safety of mine transportation, includinyf benveyors used in run-of-
mine transportation lines. Research projects ainainigcreasing the reliability
of those machines and at permanent monitoringeptrameters of conveyors’
belts and drives are known [8, 14, 15]. Work on deselopment of technical
solutions that enable reliable supervision of thiéers is also being carried out
[21-23]. Information on the rollers’ rotational sk vibrations, and
temperature of bearings as well as monitoring imeal time are of key
importance for work safety in underground workingspecially in regards to
fire hazards. Now, systems of acoustic or infrar@idgnostics deliver
information, which is not enough, and additionalpboyees are required to take
measurements periodically.

Solving the problem of powering the measuring systavhich can be
installed inside the roller equipped with an autopas monitoring system, is
the first stage of the development of such roll&slutions based on micro
generators converting the rotational movement & tbller into electricity
(Energy Harvesting) or on a battery-powered systegravailable on the market.
The measuring system for the determination of imtal speed, bearing
temperatures, and vibrations generated in the budiid ultrasonic bands is the
next stage of the work. After the acquisition ofaja wireless communication
system between the rollers (Ad Hoc communicatiow) tansferring data to the
central computer is the last stage of the measuyuate. Bearing in mind the
number of rollers installed in conveyors of the maiansportation system, the
measuring grid has a complex structure of meshlagyo In such grids, we
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more frequently find the implementation of routipigptocols based of artificial
intelligence technology and methods. Effective irmtis especially important
in the case of grids of mesh topology with impleteenAd Hoc mechanism. Ad
Hoc networks are often multi-hop structures, whexegy low throughputs can be
found between nodes and communication can be egatinly in one direction.
The grids of the complex structures have many gioblthat must be solved.
Most important of them are as follows [1, 2, 47510, 16-20]:

* Mobility,

» The number of data packages hops,

» Self-organization,

» Saving of energy,

e Scalability, and

o Safety.

1. Routing protocols in Ad Hoc networks

A routing protocol ensures the passage of dataggaskfrom the source node
to the target node. Bearing in mind the mentiorigttdtions of an Ad Hoc
network, the realization of this task is not eddgny different routing protocols,
which can be implemented in Ad Hoc mobile netwogks, available. The existing
solutions can be classified as the following [14,%5, 7, 10, 16-19]:

» Proactive protocols: In each node, the newest blesgiformation is kept on
routes to other nodes. The routes are stored itingpwables, which are
updated regularly.

» Reactive protocols are also known as routing paitoon demand. This is
the class of protocols in which the route is deteett at the moment when
the source node requires the information packadeeteent to the specified
target.

» Hybrid protocols combine the properties of proaetand reactive protocols.
In the majority of protocols from this group, thetwork is divided into
smaller parts and nodes keep the tables of roatdhdse separated areas.

2. Concept of self-organizing structure of sensaretwork

The author’'s concept of self-organizing communamatstructure, named
SSKIR [21-23], is based on one of artificial intgdince technologies, “swarm
intelligence,” which is a direct implementation mfienomena and behaviour in
nature among organisms living in large groups. iThehaviour, to some extent,
can be transferred to the operation of routingquols. The system structures
developed by humans (irrespectively to real impletaigon), using the swarm
algorithm, have high possibilities for adaptatiom digh operational reliability.
In 1987, during the SIGGRAPH conference, the pnognar Craig Reynolds, in
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the paper entitled Flocks, Herds, and Schools: A Distributed Behawiora

Model,” suggested three basic rules of self-organizatiosedaon observed

groups of animals, as follows [6]:

e Collision avoidance is control eliminating a locabncentration of
individuals. Collision avoidance eliminates accuatioin of hardware and
decision structures.

» Flock centring are actions towards the average\behiaof local groups of
individuals.

» Velocity matching are actions towards the averdgjeative of local groups
of individuals. Velocity matching enables the irdival to adapt its actions
to other individuals from its local group.

Based on the above rules, the creation of a congatian system made of

a sensor network in which routing is based on amsvadgorithm was suggested

[21-23]. Each data frame transferred by the MeaStmasmission Unit (MTU)

is marked by a quality coefficien\p specifying the transmission priority

referring to the effectiveness of data transmisgionthe main transceiver

stations. This coefficient can take a value thaf@ons to one of connections or
path metrics [2, 5]; therefore, transmission spe@d number of hops of

transmitted frames containing the following measyrdata is based on data
propagation times:

» Expected Transmission Count (ETX) is a metric thatidely used in mesh
networks. ETX is the metric specifying the numbef expected
transmissions, which is indispensable when sendatg to the next node
without errors. The number varies from 1 to infini&n ETX metric equal to
1 indicates a perfect data transmission path, artiTa approaching infinity
represents the connection that is not functioning.

» Expected Transmission Time (ETT) is an extensioBBX metrics, since it
takes into consideration the difference in the dpifedata transmission. The
ETT of connection | is defined as an expected dumadf the successful
transmission of a data package in connection 1.ifipertance op path is
defined as a sum of the ETT of all possible corinastalong the given path.
The relationship between ETT and ETX can be exprkas follows:

ETT =ETX ; (1)

where
— b is a speed of transmission of information in cartio |,
— sis a size of transmitted package.

* Hop count is the most often used routing metricthe existing routing
protocols, such as DSR (Dynamic Source Routing)DXQAd Hoc On-
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Demand Distance Vector), or DSDV (Destination-Sexpeel Distance
Vector). Hop count is the routing measure used &asure a distance
between transmitting and receiving stations cogntire hops. The next hop
can be a receiving station or device intermediatimgthe exchange of
information. The protocol using the Hop count nettetermines the route
with the lowest number of hops between transmitéing receiving stations.

» Weighted Cumulative ETT (WCETT) is a metric thatlirdes both the
guality of a connection (losses, throughput) arel nimber of hops. Thus,
we can reach a compromise between delay and thpotigh

WCETT(p) =1~ B)_ETT, + BnaxX, @)

IOp 1< j<k

where
- pis a set parameter from the range @ < 1. Higher values off
give priority to paths using many channels andoiger values give
priority to shorter paths,
- maxX, counts the maximal time of appearance of the same
1< j<k
channel in a given path.

 MIC is metric that improves the operation of WCEDY solving its
isotonicity and inability of detecting the collisis. MIC metrics of p path
can be defined as follows:

1
MIC(p)=——— SIRU. S'CS
(P) N [nin(ETT) .m%‘ap ! dzup . )

where
- Nis a number of all nodes in the network,
— min(ETT)is the lowest ETT in the network and it can besdained
on the basis of the lowest speed of data transonissiradio charts.

Additionally, the following principles resultingdm swarm phenomena are
assigned to each data package so that the systeneaat to changes in a node
structure (failures, nodes displacement):

I.  The package matches its speed to the packages grioviaths of higher
Wk coefficient.
Il. The package uses the path parallel to the optiowakr(of highest known
We value), if itsWe decreases.
lll.  The package uses the optimal path (of higher kndwwalue), if theWe
coefficient of the current route decreases.
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IV. The package avoids transmission through the ndusare marked as
damaged.

V. The package can leave the present path, if the traisceiver station is
found.

Local data, which is indispensable for the reaiirabf tasks resulting from
the above principles, are calculated and storedoihes. There is no need to
create a master routing table. The use of thess reduses that the group of
MTUs creating the transmission connection autoralijiclevelops the structure
of reliable transmission routes while neglecting tlamaged units.

3. Results of simulation tests

A stationary MESH network, operating in a Wi-Fi lt@ology, in which
there is an Ad Hoc connection between two nodesrevmode A sends
information to node B, was simulated. Analysis bE tefficiency of data
transmission in the network of mesh topology waslenbased on generated
diagrams in relation to node B receiving data,udalg the bit rate of incoming
packages and the total incoming volume.

The analysis was made based on the results frometveork simulated in
NCTUnc software, including the following assumpson

* Routing protocols in comparative analysis:
- AODV - Ad Hoc On-Demand Distance Vector,
— SSKIR — method based on a swarm algorithm;
» The size of the network of mesh structure:
- Small network — 5x50 nodes,
— Large network — 5x400 nodes.

The distance between nodes is 2 meters (the rdadth node covers only
neighbouring nodes). Sample network’s throughpbtained during simulation
are given in Fig. 1. In the developed SSKIR protos@nificant increases in
transmission throughput and transmission stabiligye found.
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Fig. 1. Data throughput for mesh network: a) cdimgjsof 250 nodes with AODV protocol, b)
consisting of 2000 nodes with AODV protocol, c) smting of 250 nodes with SSKIR
protocol, d) consisting of 2000 nodes with SSKIRtpcol

Summary

The method of the self-organization of the commation system based on
a swarm algorithm enables implementing a statdwefart and effective routing
technology in the networks of mesh topology, inghgdthose used in
underground mines, especially in diagnostic systemsnitoring and in the
protection of machines, and subassemblies of theanks equipped with MTU
nodes can be treated as the components of a me@assmwiarm. This is
especially important in work safety in undergrounites due to the reliability
of mesh networks.

Analysis of simulations shows that the number d@érimediate nodes in
communication between transmitting and receivinglasohas a significant
impact on the data transmission rate. A reducedbeuraf nodes increases the
rate of data transmission. Changing the structdrehe network does not
significantly affect the data transmission rate.wdweer, short breaks in
transmission can occur due to the loss of a coioreustith an existing node and
reconnection with another node. The analysis prdkes reactive protocols,
including SSKIR, are a better solution for netwodftsa high number of nodes.
In such a case, there is no need to keep a cerdrging table, which
significantly relieves the machine design. Thes#qeols are scalable to large
networks, because there is no need to store a Vgime of information.
Nevertheless, the route is not available until phgcess of finding the path is
completed, which causes delays in the network. quadity of transmission is
set during routing and should be continually mamitbthrough the intermediate
nodes.

The author’'s concept of the system is presenteld thié coefficients for
guality assessment and principles for the functignof the suggested self-
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-organizing system. Additionally, the test resudt®owing the increase of data
transmission efficiency in the network, in whichetdescribed algorithm was
used, in relation to the available most populautiohs, are presented. The
obtained results indicate high potential for thevedlepment of the suggested
solution.
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Metoda samoorganizacji sieci sensorycznej w ekspl@eji przenosnika
tasmowego

Stowa kluczowe

Monitoring, krzniki, sie¢ sensoryczna, samoorganizacja, Internet rzeczy.



154 PROBLEMY EKSPLOATACJI — MAINTENANCE PROBLEMS 3-2016

Streszczenie

Systemy monitoringu, sterowania i automatyzacjiplad do adaptaciji
i uczenia s, §3 co raz szerzej stosowane w praktyce przemystoheghniki
Internetu Rzeczy (loT 4nternet of Things oraz komunikacji bezgoednie]
Maszyna do Maszyny (M2M Machine to Machingcoraz mocniej wptywaj
na struktug i funkcjonalnd¢ systemow sterowania stosowanych w maszynach,
ksztattupc przy tym ide Przemystu 4.01Qdustry 4.0). Systemy sterowania
zgodne z loT wykorzystgj sieci komunikacyjne, €sto o duym stopniu
komplikacji, iczac poszczegoélne podzespoty, moduty, elementy wykoaaw
i sensory.Wzrasta rownie obszar zastosoua systeméw inteligentnych
w polskim gornictwie wgla kamiennego. W artykule przedstawiono
zagadnienie samoorganizagjtiezek komunikacyjnych (trasowanie, routing)
w zfozonej sieci sensorycznej monitogagj dziatanie kgznikdw przendénika
tasmowego. Poszczegllne sensory, twoezsi€, s niezalene i wyposaone
w elektroniczny uktad pomiarowy oraz transmisyjnyTM (Measuring and
Transmitting Unif. W celu utworzenia i optymalizacjciezek transmisyjnych,
w proponowanej strukturze komunikacyjnej, zapropasuao algorytm klasy SA
(Swarm Algorithmbazugcy na zachowaniu roju.





